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Abstract

Context: Metamodels evolve over time to accommodate new features, improve existing designs, and fix errors identified in previous releases. One of the obstacles that may limit the adaptation of new metamodels by developers is the extensive manual changes that have be applied to migrate existing models. Recent studies addressed the problem of automating the metamodel/model co-evolution based on manually defined migration rules. The definition of these rules requires the list of changes at the metamodel level which are difficult to fully identify. Furthermore, different possible alternatives may be available to translate a metamodel change to a model change. Thus, it is hard to generalize these co-evolution rules.

Objective: We propose an alternative automated approach for the metamodel/model co-evolution. The proposed approach refines an initial model instantiated from the previous metamodel version to make it as conformant as possible to the new metamodel version by finding the best compromise between three objectives, namely minimizing (i) the non-conformities with new metamodel version, (ii) the changes to existing models, and (iii) the textual and structural dissimilarities between the initial and revised models.

Method: We formulated the metamodel/model co-evolution as a multi-objective optimization problem to handle the different conflicting objectives using the Non-dominated Sorting Genetic Algorithm II (NSGA-II) and the Multi-Objective Particle Swarm Optimization (MOPSO).

Results: We evaluated our approach on several evolution scenarios extracted from different widely used metamodels. The results confirm the effectiveness of our approach with average manual correctness, precision and recall respectively higher than 91%, 88% and 89% on the different co-evolution scenarios.

Conclusion: A comparison with our previous works, confirms the out-performance of our multi-objective formulation.
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1. Introduction

In Model-Driven Engineering (MDE) [1], several techniques were proposed for modeling language engineering, e.g., metamodeling, as well as the management and the manipulation of models, e.g., transformation, synchronization, and merging [2]. These techniques increased the popularity and applicability of MDE in practice. Thus, the evolution rate of metamodels and models increased dramatically [3] to improve the performance, fix errors, integrate new features, etc. However, little support was provided to reduce the evolution effort for modelers, which may limit the benefits, adaptability and popularity of new metamodel releases.

Many research contributions targeted the definition and implementation of sets of operators for the manual evolution of metamodels and models [4, 5, 6, 7]. However, when the changes are performed on a metamodel, one should ensure that the related models are updated for preserving their conformance with the new metamodel version. Thus, recent approaches emerged with the aim of specifically tackling the metamodel/model co-evolution [8]. Most of the automated co-evolution approaches focus on the detection of differences between the metamodel versions. Then, they find a set of generic rules to transform the initial models into revised ones conforming to the new metamodel [9].

Despite the important advances brought by these approaches, several challenges are still to be addressed. Indeed, the migration rules have to be defined manually for the change types which are detectable at the metamodel level, and they are difficult to generalize for all potential changes of metamodels. The definition of these rules may require a high level of expertise/knowledge regarding both the previous and new versions of the metamodel. In addition, the detection of precise changes at the metamodel level is complex [10]. For example, when one attribute is removed and another is added, this can be interpreted as a rename, or a deletion and addition of independent attributes. The combinatorial of the possibilities increases dramatically when multiple changes are performed at the same time. Finally, existing approaches produce exactly one solution for a metamodel/model co-evolution scenario, while other solutions might be possible and may be more suitable in a particular context. Due to these challenges, modelers are, sometimes, reluctant to migrate their models to a new metamodel version, considering the high effort required to adapt these models.

To address these challenges, we proposed, in a previous work, an approach that tackles the co-evolution of models without the need of computing differences between metamodel versions [11, 12]. In particular, we view the metamodel/model co-evolution as a multi-objective optimization process that searches for a good combination of edit operations, at the model level, by minimizing (i) the number of constraints the revised model violates with respect to the new metamodel version, (ii) the number of changes applied on the initial model to produce the revised model, and (iii) the structural and semantics deviation (dissimilarities) between the initial and revised models. These three objectives are the heuristics that allow us to approximate the evolution of models without an explicit knowledge on the differences between the two metamodel versions and the rules to apply to migrate the models. The first objective ensures that the modified model conforms to the new metamodel. As changes in the metamodel are generally limited to a small subset of its elements, the second objective is used to
reflect this property at the model level and to prevent from deviating a lot from the initial design. Finally, the third objective allows us to limit the loss of information when migrating a model.

In this paper, we extended our previous work [11, 12] from different perspectives. First, we revised our multi-objective formulation by integrating textual similarity measures [13] when comparing the initial and revised models. Indeed, in our previous work, we were limited to only calculating structural similarities between the elements. In fact, some revised model structures could be different in the revised model but still reflect the same features/context. The textual similarity allows to identify such situations, which motivated us to integrate it into the third fitness function together with the structural similarity. This new formulation of the objectives is compared to the initial one in the empirical evaluation. We additionally implemented our heuristic search using a second multi-objective algorithm, namely MOPSO [14]. This extension allowed us to evaluate the impact (result correctness and performance) of using one (NSGA-II [15]) or the other (MOPSO [14]) algorithm with the same setting. Another important extension consisted in adding new and more complex metamodels and scenarios in our empirical validation. Finally, we updated and extended the related work as discussed in the initial publication of our approach.

To evaluate our metamodel/model co-evolution approach, we conducted a set of experiments based on four different case-studies of evolved metamodels. We chose to analyze the extensive evolution of three Ecore metamodels from the Graphical Modeling Framework (GMF)\(^1\), an open-source project for generating graphical modeling editors, and a well-known evolution case of UML Metamodel for State Machines [16]. The obtained results provide compelling evidence that our proposal is, in average, efficient with more than 90% of valid edit operations, precision and recall achieved for the studied metamodel evolutions. To calculate these evaluation metrics, we used a set of manually defined reference sequences of edit operations (expected results) and compared them to the recommended ones by our approach. However, the reference sequences (manual ones) are not required as an input of our approach and only used to calculate the precision and recall. The results also supports the claim that our NSGA-II formulation provides a good trade-off between the three objectives, and outperforms on average our previous work [11] and a non-search based approach [17].

The remainder of this paper is structured as follows. Section 2 provides the background of metamodel/model co-evolution and presents a motivating example which is subsequently used as a running example. In Section 3, we detail our approach. Section 4 discusses an empirical evaluation of our approach. After surveying the related work in Section 5, a conclusion with an outlook on future work is provided in Section 6.

2. Background and Motivating Example

This section introduces the necessary background for this paper, namely the basic notions of metamodels and models, including their `conformsTo` relationship. Further-

\(^{1}\text{https://www.eclipse.org/modeling/gmp}
more, we provide a motivating example to demonstrate the challenges related to the metamodel/model co-evolution problem.

2.1. Metamodels and Models

In MDE, metamodels are the means to specify the abstract syntax of modeling languages [1]. For defining metamodels, there are metamodeling standards (such as MOF, Ecore) available which are mostly based on a core subset of the UML class diagrams, i.e., classes, attributes, and references.

Theoretically speaking, metamodels give the intentional description of all possible models of a given language. In practice, metamodels are instantiated to produce models which are, in essence, object graphs, i.e., consisting of objects (instances of classes) representing the modeling elements, object slots for storing values (instances of attributes), and links between objects (instances of references). The object graphs are often represented as UML object diagrams. They have to conform to the respective UML class diagrams. This means, for a model to conform to its metamodel, a set of constraints have to be fulfilled. This set of constraints is normally referred to as conformsTo relationship [3, 18].

To make the conformsTo relationship more concrete, we give an excerpt of the constraints concerning objects in models and their relationship to classes in metamodels. Figure 1 illustrates the used elements of both languages. Objects are instantiated from classes. Thus, for each referred type of an object in a given model, a corresponding class must exist in the metamodel (name equivalence), and the corresponding class must not be abstract. Such constraints may be formulated in the following way, for instance, using the Object Constraint Language (OCL) as shown in Listing 1.

Listing 1: Type/Object Relationship formalized as OCL Constraint

```ocl
class M!Object
  inv typeExists: M!Class.allInstances() ->
    exists{c|c.name = self.type and not c.isAbstract}
```
The make the introduced concepts more concrete, we present a motivating example in the following. In particular, we use a simple language that allows to define different staff members based on their project involvement. Example model versions and corresponding metamodel versions are shown in Figure 3 and Figure 2, respectively.

2.2. Metamodel/Model Co-Evolution: A Motivating Example

While some metamodels, such as UML, are standardized and changed rarely, metamodels for Domain-Specific Modeling Languages (DSMLs), representing concepts within a certain domain, are frequently subject to change [7].

As most of the current metamodeling frameworks are strict in the sense that only fully conformant models can be used, metamodel evolution requires to co-evolve, i.e., migrate, already existing models, which may no longer conform to the new metamodel version. In such cases, model migration scripts [4] have to be developed in current tools to re-establish the conformance between models and their metamodels. However, finding the best migration scripts to co-evolve models is left to the user of such tools or default migration scripts are provided. The exploration of the actual co-evolution space is considered as an open challenge.

Figure 2 shows an example of a simplified metamodel evolution, based on simple staff modeling language taken from [19]. The metamodel evolution comprises three steps: extract sub-classes for $Person$ class resulting in $ProjectStaff$, $InternalStaff$, and $ExternalContact$, make class $Person$ abstract, refine the types of the $assignedTo$ and $contact$ references, as well as restrict the existence of the $salary$ attribute only for $Staff$ instances. This evolution results in the fact that, besides other constraints violations,
the constraint shown in Listing 1 is violated when considering the initial model shown in Figure 3a and its conformance to the new metamodel version in Figure 2b.

To re-establish conformance for the given example, assume for now that only two edit operation types on models are used in this context. Non-conforming objects may either be retyped (reclassified as instances of the concrete classes) or deleted. Thus, the potential solution space for retyping or deleting non-conforming elements contains \((c + 1)^o\) solutions (with \(c = \) number of candidate classes + 1 for deletion, \(o = \) number of non-conforming objects). This means, in our given example, we would end up with 64 possible co-evolutions while two, probably two of the preferred ones, are shown in Figure 3b-c.

These two co-evolutions seem of interest due to the following reasons: (i) number of changes introduced (three retype operations are used), (ii) amount of information loss (mostly no information loss as the same bag of labels are provided by both model versions having the same object structure), and (iii) number of violated conformance constraints (no constraint is violated). In fact, designers may prefer solutions that introduce the minimum number of changes to the initial model while maximizing the conformance with the target metamodel. When applying changes to the initial model, some model elements could be deleted leading to a better conformance with the new metamodel version but it will reduce the design consistency with the initial model.
Thus, these three preferences of the designers are conflicting.

Going back to the concrete example, we can see that the Person objects have to be retyped because the Person class is now no longer a concrete class, thus no direct instances are allowed. It is clear that we do not want to delete objects as long as they can be casted into subtypes of Person. The combination of casts which is resulting in the shown solutions is optimal due to the fact that no shorter sequence of changes is possible as we have to deal with the existing Person objects in some way. Furthermore, these combinations allow to keep most the information except the salary for Person p3 in the revised model version 1 and the contact link in the revised model version 2. Please note that also other solutions are equally good, e.g., a solution which would type Person p3 as ProjectStaff. Thus, this example highlights that several solutions may be possible and users may select the most preferred one by trading different conflicting objectives.

To this end, we consider the metamodel/model co-evolution problem as a multi-objective one which corresponds to finding the set of best sequences of edit operations. This provides a balance between the consistency of the new model with the previous version of the model as well as with the new metamodel version.

3. Metamodel/Model Co-evolution: a Multi-Objective Problem

We describe in this section our proposal and, in particular, how we formulate the metamodel/model co-evolution as a multi-objective optimization problem.

3.1. Overview

The proposed approach takes as input the initial and revised metamodel versions, a set of initial models to migrate and a list of possible types of model edit operations. It has to be noted that our approach, in contrast to existing approaches, does not require as input the list of changes between the two metamodel versions. The goal of our approach is to generate, for each of the considered models, a minimally adapted new version that conforms to the new version of the metamodel as much as possible. Thus, for each input model, the search space is the set of possible models that can be generated by applying on the input model combinations of the edit operations. The exploration of this search space is guided by three objectives, which aims at minimizing (i) the number of non-conformities with the new version of the metamodel, (ii) the number of changes applied to the initial model, and (iii) the consistency between the initial model and the revised one using structural and textual measures. Based on these three objectives, the revised model has to be similar, as much as possible, to the initial model while conforming to the new metamodel version. A summary of our approach is graphically depicted in Figure 4.

It is possible to reduce the search space, by considering the meta-model changes, which may help NSGAII to provide good results within a low execution time. Our current adaptation could be easily adjusted to consider as input the metamodel changes (if available) as a set of constraints to satisfy when generating the population of solutions (sequence of edit operations) automatically. We are considering, in this paper, mainly the cases where the metamodel changes are not available or time-consuming.
and difficult to translate into generic co-evolution rules. However, it is possible to give
these co-evolution rules, if available and even incomplete, as an input to our approach
to further reduce the search space.

To handle these three objectives together, we addressed the metamodel/model co-
evolution problem using a multi-objective optimization algorithm that derives the edit
operations sequence with the best trade-off. The space of all possible sequences of
operations can be too large, especially when dealing with large models. An exhaustive
search method cannot be applied within a reasonable timeframe. To cope with the size
of the search space, we use a meta-heuristic search. More specifically, we adapt two
multi-objective algorithms to our problem, namely NSGA-II [15] and MOPSO [14]. It
is impossible to predict the performance of a metaheuristic algorithm. We compared
NSGA-II with MOPSO because they are both global search algorithms (unlike tabu
search and simulated annealing) to ensure a fair comparison based on the same num-
ber of iterations and so on. It is expected that a global search (population-based) can
generate better solutions than a local search (limited mainly to the mutation operator)
when the same number of iterations are used. The next section will give an overview
about these algorithms.

3.2. Multi-objective Algorithms

We now characterize multi-objective optimization before we explain the two opti-
mization algorithms used in this paper.

3.2.1. Multi-objective Optimization

To better understand our contribution, we present some background definitions re-
lated to multi-objective optimization.

**Definition 1 (MOP).** A multi-objective optimization problem (MOP) consists in
minimizing or maximizing an objective function vector \( f(x) = [f_1(x), f_2(x), \ldots, f_M(x)] \)
of \( M \) objectives under some constraints. The set of feasible solutions, \( i.e., \) those that
satisfy the problem constraints, defines the search space \( \Omega \). The resolution of a MOP
consists in approximating the whole Pareto front.

**Definition 2 (Pareto optimality).** In the case of a minimization problem, a solution
\( x^* \in \Omega \) is Pareto optimal if \( \forall x \in \Omega \) and \( \forall m \in I = \{1, \ldots, M\} \) either \( f_m(x) = f_m(x^*) \)
or there is at least one \( m \in I \) such that \( f_m(x) > f_m(x^*) \). In other words, \( x^* \) is Pareto
optimal if no feasible solution exists, which would improve some objective without causing a simultaneous worsening in at least another one.

**Definition 3 (Pareto dominance).** A solution $u$ is said to dominate another solution $v$ (denoted by $f(u) \preceq f(v)$) if and only if $f(u)$ is partially less than $f(v)$, i.e., $\forall m \in \{1, ..., M\}$ we have $f_m(u) \leq f_m(v)$ and $\exists m \in \{1, ..., M\}$ where $f_m(u) < f_m(v)$.

**Definition 4 (Pareto optimal set).** For a MOP $f(x)$, the Pareto optimal set is $P^* = \{x \in \Omega | \neg \exists x' \in \Omega, f(x') \preceq f(x)\}$.

**Definition 5 (Pareto optimal front).** For a given MOP $f(x)$ and its Pareto optimal set $P^*$ the Pareto front is $PF^* = \{f(x), x \in P^*\}$.

### 3.2.2. NSGA-II

NSGA-II is among the widely-used algorithms to address real-world problems involving conflicting objectives [15]. For example, a recent survey on search-based software engineering shows that NSGA-II was successfully applied to problems from different domains such as the next release problem [20], software product lines [21], refactoring [22], etc. It has also been applied to solve other co-evolution problems in recent work [23].

NSGA-II begins with a generation of an offspring population from an initial set of parent individuals using two change operators of crossover and mutation. Both populations of the offspring and parent have the same size (lines 1-2 of Algorithm 1). Then, the merged population (parents and children) is ranked into several non-dominance layers, called fronts.

As described in Figure 5, the non-dominated solutions receive the rank of 1 that represents the first layer, called the Pareto front. After removing solutions of the first layer, the non-dominated solutions form the second layer and so on and so forth until no non-dominated solutions remain (lines 5-6 of Algorithm 1). After assigning solutions to fronts, each solution is assigned a diversity score, called crowding distance [6], which ranks the solutions inside each front (lines 7-12 of Algorithm 1). This distance aims, later, at favoring diverse solutions in terms of objective values. A solution is then characterized by its front and its crowding distance inside the front. To finish an iteration of the evolution, NSGA-II performs the environmental selection to form the parent population for the next generation by picking half of the solutions (lines 13-16 of Algorithm 1).
Algorithm 1 Pseudocode for NSGA-II

1: Create an initial population \( P_0 \)
2: Create an offspring population \( Q_0 \)
3: \( t = 0 \)
4: while stopping criteria not reached do
5: \( R_t = P_t \cup Q_t \)
6: \( F = \text{fast-non-dominated-sort}(R_t) \)
7: \( P_{t+1} = \emptyset \) and \( i = 1 \)
8: while \( |P_{t+1}| + |F_i| \leq N \) do
9: \( P_{t+1} = P_{t+1} \cup F_i \)
10: \( i = i + 1 \)
11: end while
12: Sort \((F_i, \prec n)\)
13: \( P_{t+1} = P_{t+1} \cup F_i[N-|P_{t+1}|] \)
14: \( Q_{t+1} = \text{create-new-pop}(P_{t+1}) \)
15: \( t = t+1 \)
16: end while

of Algorithm 1). The solutions are included iteratively from the Pareto front to the lowest layers. If half of the population is reached inside a front than the crowding distance is used to discriminate between the solutions. In the example of Figure 5, the solutions of the three first layers are included but not all those of the 4th one. Some solutions of the 4th layer are selected based on their crowding distance values. The remaining solutions and those of the subsequent layers (not displayed in the figure) are not considered for the next iteration. In this way, most crowded solutions are the least likely to be selected; thereby emphasizing population diversification. The Pareto ranking encourages convergence towards the near-optimal solution while the crowding ranking emphasizes diversity.

3.2.3. MOPSO

MOPSO is also a well-known multi-objective optimization algorithm, which generalizes the mono-objective particle swarm optimization algorithm. MOPSO generates, first, a population of random solutions, called particles. Each particle in MOPSO flies in the search space with a specific velocity value. The velocity is dynamically updated by the particle own flying experience and those of the other solutions. Each individual is treated as a point in the \( n \)-dimensional search space. A particle \( t \) has then a position \( X_t(X_{t1},..X_{tn}) \). Its velocity is denoted by \( V_t(V_{11},..V_{tn}) \). In the single objective PSO, the goal is to find a global best solution. However, when tackling multi-objective problems, the goal is to find a set of solutions that constitute the Pareto Front. So a repository of non-dominated solutions is kept, where all non-dominated solutions found at each iteration are stored. The latter is used by the particles to identify a leader that will guide the search.

At each iteration, the position and velocity of each particle are updated according to two best values, \( pbest \) and \( gbest \). \( pbest \) is the individual best solution that the particle has achieved so far. As we are dealing with many objectives, \( pbest \) is randomly selected.
from the set of particle best non-dominated solution (local Pareto set).  \texttt{gbest} is one
of the global best solutions chosen randomly from the repository of non-dominated
solutions obtained in the swarm until the current iteration (global Pareto set). The size
of this repository is restricted to a predefined number. If the number of non-dominated
solutions is higher that this number, then, the crowding distance is used to eliminate
the exceeding solutions. The position and velocity updating equations are as follows.

\textbf{Velocity update:}

\[ v_i(t + 1) = wv_i(t) + r_1c_1(P_i^l(t) - x_i) + r_2c_2(P_g(t) - x_i) \]  \hspace{1cm} (1)

\textbf{Position update:}

\[ x_i(t + 1) = x_i(t) + v_i(t + 1) \]  \hspace{1cm} (2)

Where \( w \) is the inertia weight, \( x_i \) the position of a particle \( i \), \( v_i \) the velocity of \( i \), \( c_1 \)
and \( c_2 \) are the cognitive and social parameters of the MOPSO, \( r_1 \) and \( r_2 \) are random
numbers between 0 and 1, \( P_i^l \) is the local best position that the particle \( i \) has had, which
is selected from the local Pareto set and \( P_g \) is the global leader of particle \( i \) that is taken
from the global Pareto set, i.e., the repository for our problem.

Algorithm 2 summarizes the different steps of the MOPSO algorithm. We start
by generating a population of particles, where \( v_i = 0 \) for each particle (lines 1-4) and
by initializing the memory of each particle (lines 5-7). After that, we evaluate each
of the particles in the population (line 10). Then, we store in the memory of each
particle \texttt{PBESTS} the best locale position achieved so far and we store the positions of
the particles that represent nondominated vectors in the repository of global solutions
(lines 11-12). after that we compute the velocity of each particle (Equation 1) and
we update the position (Equation 2) (lines 13-14). Once we have the new positions,
we evaluate each of the particles in the population and we update the repository. This
update consists of inserting all the currently nondominated locations into the repository.
Any dominated locations from the repository are eliminated in the process. Since the
size of the repository is limited, whenever it gets full, we apply a secondary criterion
for retention: those particles located in less populated areas of objective space are
given priority over those lying in highly populated regions (line 16). When the current
position of the particle is better than the position contained in its memory, the particle’s
position is updated. The criterion to decide what position from memory should be
retained is simply to apply Pareto dominance (i.e., if the current position is dominated
by the position in memory, then the position in memory is kept; otherwise, the current
position replaces the one in memory; if neither of them is dominated by the other,
then we select one of them randomly). The algorithms stops when reaching a stopping
criteria.

To allow the comparison between the two algorithms when addressing the meta-
model/model co-evolution problem, we use, for both NSGA-II and MOPSO, the problem
formulation, including the objectives. We used these two algorithms because they
were widely adapted to similar problems in software engineering such as the next release
problem [20], refactoring [24], test cases generation [25], etc. We describe in the
following section the problem formulation.
### Algorithm 2 Pseudocode for MOPSO

1: for $i=0$ to Max do  
  $\triangleright$ Initialize the population pop. Max=number of particles
2: $\text{Initialize pop}[i]$ 
3: $v[i]=0$ 
4: end for 
5: for $i=0$ to Max do  
  $\triangleright$ Initialize the memory of each particle
6: $\text{PBEST}[i]=\text{pop}[i]$ 
7: end for 
8: while termination condition not reached do  
  $\triangleright$ Store the positions of particles that represent nondominated solutions in the repository REP.
9:  
10: for each particle in the swarm do 
11:  
12:  
13:  
14:  
15: end for 
16: Update the contents of repository 
17: end while

3.3. Problem Formulation

In this subsection, we describe the adaption of the two generic multi-objective algorithms introduce before to our problem. This adaptation consists in defining (i) how to represent a co-evolution solution, (ii) how to derive new solutions from existing ones to explore the search space, and (iii) how to evaluate a solution.

**Solution representation.** To represent a candidate solution (i.e., an individual) in NSGA-II, we use a vector containing all the edit operations to apply to the initial model. Each element in the vector represents a single operation (with links to the model elements to which it is applied) and the order of operations in this vector represents the sequence in which the operations are applied. Consequently, vectors representing different solutions may have different sizes, i.e., number of operations. Table 1 shows the possible edit operations that can be applied to model elements. These operations are inspired by the catalog of operators for the metamodel/model co-evolution in [9]. The catalog included both metamodel and model changes. Thus, we selected from the catalog all the edit operations that can be applied to the model level since we are not changing, in this paper, the metamodels and only models are revised. The metamodel/model elements that can be modified are described in Table 1. The instances of classes are called objects, instances of features are called slots, and instances of references are called links.

For MOPSO, the solution is also presented as a set of operations. But the operations are represented as a set of IDs where each type of operation has an Integer ID. We use this representation to be consistent with the notion of position in MOPSO, which define
<table>
<thead>
<tr>
<th>Operations</th>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Create/delete</td>
<td>Object, link, slot</td>
<td>Add/remove an element in the initial model.</td>
</tr>
<tr>
<td>Retype</td>
<td>Object</td>
<td>Replace an element by another equivalent element having a different type.</td>
</tr>
<tr>
<td>Merge</td>
<td>Object, link, slot</td>
<td>Merge several model elements of the same type into a single element.</td>
</tr>
<tr>
<td>Split</td>
<td>Object, link, slot</td>
<td>Split a model element into several elements of the same type.</td>
</tr>
<tr>
<td>Move</td>
<td>Link, slot</td>
<td>Move a model element from an object to another.</td>
</tr>
</tbody>
</table>

Table 1: Model Edit Operations

the coordinates in the search space (cf. Figure 6). This representation in MOPSO helps the derivation of the solution using the velocity.

Figure 6 represent a solution that can be applied to our motivating example in Section 2.

**Solution representation:**

- **NSGA-II:**

  Solution (i)  
  | Delete Class (Person p2) | Retype Class (Person p3, ExternalContact p3) | Delete Attribute (ExternalContact p3, Attribute C) | move Attribute (Person p1, ExternalContact p3, Attribute A) |

- **MOPSO:**

  \[
  \begin{pmatrix}
  1 & 3 & 4 & 2 \\
  \end{pmatrix}
  \]

  Figure 6: Solution representation

The two algorithms first generate a population of random operation sequences (solution candidates), which are used in the subsequent iterations to produce new solutions.

**Solution evaluation.** The investigated co-evolution problem involves searching for the best sequence of edit operations to apply among the set of possible ones. The two algorithms have the same solution evaluation. A good solution \( s \) is a sequence of edit operations to apply to an initial model with the objectives of minimizing the number of non-conformities \( f_1(s) = nvc(s) \) with the new metamodel version, the number of
changes \( f_2(s) = \text{nbOp}(s) \) applied to the initial model, and the inconsistency \( f_3(s) = \text{dis}(s) \) between the initial and the evolved models such as the loss of information.

The first fitness function \( nvc(s) \) counts the number of violated constraints w.r.t. the evolved metamodel after applying a sequence \( s \) of edit operations. We apply, first, the sequence of edit operations (solution) on the initial model then we load the evolved model on the target metamodel to measure the number of conformance errors based on the number of violated constraints. We consider three types of constraints, as described in [26]: related to model objects, i.e., model element (denoted by \( O.* \)), related to objects’ values (\( V.* \)), and related to objects’ links (\( L.* \)). We use in our experiments the implementation of these constraints inspired by Schoenboeck et al. [18] and Richters et al. [26] with slight adaptations. The constraints are hard-coded in the implementation of the algorithm and most of them are from the EMF conformance verification constraints that already exists in EMF. Thus, we use the following constraints:

**O.1** For an object type, a corresponding class must exist (name equivalence).

**O.2** Corresponding class must not be abstract.

**V.3** For all values of an object, a corresponding attribute in the corresponding class (or in its superclasses) must exist (name equivalence).

**V.4** For all (inherited) attributes in a class, a corresponding object must fulfill minimal cardinality of values.

**V.5** For all (inherited) attributes in a class, a corresponding object must fulfill maximum cardinality of values.

**V.6** For all values of an object, the value’s type must conform to the corresponding attribute’s type (Integer, String, Boolean).

**L.7** For all links of an object, a corresponding reference in its corresponding class (or in its superclasses) must exist (name equivalence).

**L.8** For all (inherited) references in a class, a corresponding object must fulfill minimal cardinality of links.

**L.9** For all (inherited) references in a class, a corresponding object must fulfill maximum cardinality of links.

**L.10** For all links of an object, the target object’s type must be the class defined by the reference (or its subclasses).

The sequence of edit operations to fix the non-conformities are dependent to each others thus it is not possible to treat the different issues in isolation. In fact, the edit operations used to fix one violation may impact other violations and create new ones. Thus, we have to treat all the violations together when generating the set of edit operations as a possible solution.

For the second fitness function, which aims at minimizing the changes to the initial models, we simply count the number of edit operations \( \text{nbOp}(s) \) of a solution \( s \) (size
of $s$). The third fitness function $\text{dis}(s)$ measures the difference between the model elements in the initial and revised model. As the type of a model element may change because of a change in the metamodel, we cannot rely on elements types. Alternatively, we use the identifiers to assess whether information was added or deleted when editing a model. In this case, the renamed or extracted model elements will be considered different than the initial model element. Thus, we considered the assumption that two model elements could be syntactically similar if they use a similar vocabulary. Thus, we calculated for the textual similarity based on the Cosine similarity [13]. In the first step, we tokenize the names of initial and revised model elements. The textual and/or context similarity between elements grouped together to create a new class is an important factor to evaluate the cohesion of the revised model. The initial and revised models are represented as vectors of terms in $n$-dimensional space where $n$ is the number of terms in all considered models. For each model, a weight is assigned to each dimension (representing a specific term) of the representative vector that corresponds to the term frequency score (TF) in the model. The similarity among initial and revised model elements is measured by the cosine of the angle between its representative vectors as a normalized projection of one vector over the other. The cosine measure between a pair of model elements, $A$ and $B$, is defined as follows:

$$\text{Sim}(A, B) = \cos(\theta) = \frac{A \cdot B}{A \cdot B}$$

Let $Id_i$ and $Id_r$ be the sets of identifiers present respectively in the initial ($M_i$) and revised ($M_r$) models. The inconsistency between the models is measured as the complement of the similarity measure $\text{sim}(s)$ which is the proportion of similar elements in the two models based on the cosine similarity. Formally the third fitness function is defined as:

$$\text{Dis}(s) = 1 - \frac{\text{CosineSimilarity}(id_i, id_r)}{\text{Max}(|M_i|, |M_r|)}$$

where $\text{CosineSimilarity}(id_i, id_r)$ is defined as follows:

$$\text{CosineSimilarity}(id_i, id_r) = \sum_{j=1}^{\text{|}M_i\text{|}} \text{MaxSimilarity}(Id_i, (id_r)_k)$$

This function will compare between each of the initial model elements and all the elements of the revised model to find the best matching.

**Solution derivation.** In a search algorithm, the variation operators play a key role of moving within the search space with the aim of driving the search towards better solutions.

For NSGA-II, in each iteration, we select population size/2 individuals from the population pop_i to form population pop_{i+1}. These (population size/2) selected individuals will produce other (population size/2) new individuals using a crossover and mutation operators. To select parents for reproduction, we used the principle of the roulette wheel [15]. According to this principle, the probability to select an individual for crossover and mutation is directly proportional to its relative fitness in the population. We use a one-point crossover operator. For our problem, this operator split each parent operation sequence $S_1$ (resp. $S_2$) into two subsequences {$S_{11}, S_{12}$} (resp. {$S_{21}, S_{22}$}) according to a cut position $k$. Then, it combines the subsequences to create two sibling solutions {$S_{11}, S_{22}$} and {$S_{21}, S_{12}$}. Our crossover operator
could create a child sequence that contains conflicting operations. In this case, it will be penalized by the component $nvc$ of the fitness function. The mutation operator consists in randomly selecting one or two operations in a solution vector and modifying them. Two modifications are used: (i) swapping the two selected operations in the sequence or (ii) replacing an operation by a randomly created one. When applying both change operators, we are using a repair operator to detect and fix possible redundancies between the model elements. When a redundancy is detected, we remove one of redundant model elements from the solution (vector).

In MOPSO the deviation of a solution is applied using the velocity. We calculate the velocity of every dimension in the vector. Then we update the position of the particle using Equations 1 and 2 to obtain a derived solution. For example, in Figure 7, the operation move-Attribute became delete-Attribute after updating the position using the velocity equation.

Most of the edit operations are dependent to each others thus the order is important. However, some others are not dependent. We did not consider the detection of dependencies between the edit operations in our current work, when applying the variation operators, since it depends not only on the type of the operations but also where they are applied which make the process very complex.

Solution evaluation. As mentioned in the problem formulation, a solution is evaluated according to three objectives. Thus, for each solution $s$, we calculate $nvc(s)$, $nbOp(s)$, and $dis(s)$. These values are used later to establish the dominance relation between solutions.

4. Validation

To validate our metamodel/model co-evolution approach, we conducted a set of experiments based on four different case studies of evolved metamodels. We chose to analyze the extensive evolution of three Ecore metamodels from the Graphical Modeling Framework (GMF), an open source project for generating graphical modeling editors, and a well-known evolution case of UML Metamodel for State Machine from v1.4 to v2.0 [11]. These evolution cases are selected because of the extensive revisions introduced to the GMF metamodels during a period of two years and to be able to compare with existing co-evolution studies using the same data sets. The UML State Machine evolution case may show the generality of our approach for different types of metamodels.

In our case study, we created two evolution scenarios per metamodel covering a period of two years. The obtained results are subsequently statistically analyzed, on 30 runs, with the aim to compare our proposal with another multi-objective algorithm, namely Multi-Objective Particle Swarm Optimization (MOPSO), single population-based approach based on a genetic algorithm (GA) aggregating the three objectives and random search (RS). In addition, we compared our approach to an existing co-evolution technique not based on meta-heuristic search proposed by Wimmer et al. [17]. In this case, the fitness function includes a component $nvc$ to penalize solutions with conflicting operations.

\[ nvc(s) = \sum_{i=1}^{n} \frac{1}{1 + d(e_i, e_j)} \]

where $d(e_i, e_j)$ is the distance between the two operations $e_i$ and $e_j$ in the solution.

\[ dis(s) = \sum_{i=1}^{n} dis(e_i) \]

where $dis(e_i)$ is the distance of the operation $e_i$ from the root of the tree.

\[ nbOp(s) = \sum_{i=1}^{n} nbOp(e_i) \]

where $nbOp(e_i)$ is the number of operations in the subtree of the operation $e_i$.

The data of the experiments can be found in https://sites.google.com/site/datapaperswaikelkessentini/data
4.1. Research Questions
The validation study was conducted to quantitatively and qualitatively assess the completeness and correctness of our co-evolution approach when applied to realistic settings and to compare its performance with an existing deterministic approach [17]. More specifically, we aimed at answering the following research questions:

- **RQ1**: Search validation–how does our approach perform compared to RS? To validate the multi-objective formulation of our co-evolution approach, when applied to realistic settings and to compare its performance with an existing deterministic approach [17]. More specifically, we aimed at answering the following research questions:

- **RQ1**: Search validation–how does our approach perform compared to RS? To validate the multi-objective formulation of our co-evolution approach, we compared our formulation with RS (using the same fitness functions). If RS outperforms our guided multi-objective search strategy, then we can conclude that our formulation is not adequate for the addressed co-evolution problem. Since just outperforming a RS solution is not sufficient, the next questions are related to evaluation of the performance of NSGA-II, and a comparison with an existing deterministic metamodel/model co-evolution approaches.
• **RQ2:** To what extent can the proposed multi-objective approach co-evolve models to make them comply with a new metamodel version (in terms of correctness and completeness of proposed edit operations, and the impact of the size of models on the results)? Of course, our approach will be considered useful by developers if it will automate the process of co-evolving models with an acceptable correctness rate.

• **RQ3:** How does our approach perform compared to another multi-objective algorithm (MOPSO) and to our previous work [11] (since we integrated textual similarity measures when comparing between initial and revised models)? The goal is to assess whether NSGA-II is the good choice for the approach since any multi-objective search algorithm may be used for the proposed approach. It is critical to compare with other algorithms since which algorithm to select is always considered as an important conclusion of any search-based software engineering technique. The comparison with our previous work is required to find out whether using textual similarities improve the results or not.

• **RQ4:** How does the multi-objective metamodel/model co-evolution approach perform compared to a mono-objective one? A multi-objective algorithm provides a trade-off between the three objectives where developers can select the desired co-evolution solution from the Pareto-optimal front. A mono-objective approach uses a single fitness function that is formed as an equal aggregation of three objectives and generates as output only one solution of the generated model (e.g., model changes to make it coherent to the new metamodel version). This comparison is required to ensure that the solutions provided by NSGA-II and MOPSO provide a better trade-off between the three objectives than a mono-objective approach. Otherwise, there is no benefit to our multi-objective adaptation since the objectives are not conflicting in that case.

The mono-objective formulation aggregates the different objectives (with same weight) into one fitness function. Thus, the algorithm will generate only one co-evolution solution that corresponds to the best fitness function value. The multi-objective formulation is based on the non-dominance concept where multiple solutions can be generated (Pareto front) due the conflicting nature of the independent fitness functions. For example, Solution A could contains less number of edit operations than Solution B but the latter may generates less conformity errors with the new metamodel. Thus, both solutions will be considered as non-dominated ones and included in the Pareto front. For the case of our experiments, we selected the solution at the knee point of the Pareto front which is the widely used method in the multi-objective optimization literature [15]. This solution corresponds to the solution with the maximal trade-off between the different three objectives.

• **RQ5:** How does our approach perform compared to an existing co-evolution approach[17] not based on metaheuristic search? While it is very interesting to show that our proposal outperforms a mono-objective approach, developers will consider our approach useful, if it can outperform other existing co-evolution tool, proposed by Wimmer et al. [17], not based on optimization techniques.
The approach of Wimmer et al. finds the model that satisfy the constraints of a merged initial and revised metamodel and then eliminating elements from the initial model based on the differences between the initial and target metamodels.

4.2. Experimental Setting

4.2.1. Studied Metamodels and Models

To answer the different research questions, we considered the evolution of GMF covering a period of two years and the UML State Machine Metamodel from version 1.4 to 2.0. These case studies are very interesting scenarios since they represent real metamodel evolutions, used in an empirical study [27] as well as studied in other contributions [12, 28, 29, 30]. For GMF, we chose to analyze the extensive evolution of three Ecore metamodels, an open source project for generating graphical modeling editors. We considered the evolution from GMF’s release 1.0 over 2.0 to release 2.1 covering a period of two years. For achieving a broad data basis, we analyzed the revisions of three metamodels, namely the Graphical Definition Metamodel (GMF Graph for short), the Generator Metamodel (GMF Gen for short), and the Mappings Metamodel (GMF Map for short). Therefore, the respective metamodel versions had to be extracted from GMF’s version control system and, subsequently, manually analyzed.

From the different metamodel releases of GMF and UML, we created different scenarios based on the number of changes that were introduced at the metamodels level. We merged the releases that did not include extensive changes and we generated two evolution scenarios per metamodel type. Table 4.2.1 describes the minimum and maximum number of model elements over the different versions and the list of models used for the co-evolution scenarios. For GMF We created 3 models per scenario ranging between 34 and 566 model elements. The different models and metamodels can be classified as small-sized through medium-sized to large-sized. In our experiments, we have a total of 7 different co-evolution scenarios where each scenario included three different models to evolve. The percentage of changes between the different releases is estimated based on the number of modified metamodel elements divided by the size of the metamodel. The created models for our experiments are ensuring the metamodels coverage. Furthermore, we used an existing set of 10 models for the case of UML State Machine Metamodel evolution from the work of Wimmer et al. [17] thus we were not involved in the selection of models and metamodel changes.

In order to ensure a fair comparison with Wimmer et al. [17], we only compared both approaches on the existing UML data set. Furthermore, the implementation of the approach of Wimmer et al. is dependent to the UML State Machine metamodel thus it was not possible to consider the GMF metamodels for the comparison with [17].

The next section will give details about the used evaluation metrics on the different studied metamodels and models.
<table>
<thead>
<tr>
<th>Metamodel</th>
<th>Release</th>
<th># of elements</th>
<th># of changes</th>
<th>% of changes</th>
<th># of models</th>
<th># of model elements (Model 1..n)</th>
<th># of expected edit operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMF Gen 1.41 to 1.90</td>
<td>From 885 to 1120</td>
<td>347</td>
<td>31%</td>
<td>3</td>
<td>3</td>
<td>382 — 427 — 556</td>
<td>38 — 52 — 64</td>
</tr>
<tr>
<td>GMF Gen 1.90 to 1.248</td>
<td>From 1120 to 1216</td>
<td>362</td>
<td>27%</td>
<td>3</td>
<td>3</td>
<td>402 — 463 — 566</td>
<td>56 — 61 — 72</td>
</tr>
<tr>
<td>GMF Map 1.45 to 1.52</td>
<td>From 382 to 413</td>
<td>62</td>
<td>15%</td>
<td>3</td>
<td>3</td>
<td>182 — 214 — 304</td>
<td>36 — 42 — 53</td>
</tr>
<tr>
<td>GMF Map 1.52 to 1.58</td>
<td>From 413 to 428</td>
<td>10</td>
<td>1.8%</td>
<td>3</td>
<td>3</td>
<td>243 — 278 — 362</td>
<td>47 — 53 — 56</td>
</tr>
<tr>
<td>GMF Graph 1.25 to 1.29</td>
<td>From 278 to 279</td>
<td>14</td>
<td>5%</td>
<td>3</td>
<td>3</td>
<td>142 — 157 — 193</td>
<td>32 — 37 — 48</td>
</tr>
<tr>
<td>GMF Graph 1.25 to 1.33</td>
<td>From 279 to 281</td>
<td>42</td>
<td>14%</td>
<td>3</td>
<td>3</td>
<td>144 — 162 — 211</td>
<td>39 — 42 — 53</td>
</tr>
<tr>
<td>UML 1.4 to 2.0</td>
<td>From 56 to 65</td>
<td>9</td>
<td>12%</td>
<td>10</td>
<td>10</td>
<td>34—44—56—63—72</td>
<td>8—11—13—15—10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>93—106—126—156—196</td>
<td>9—24—12—33—44</td>
</tr>
</tbody>
</table>

Table 2: Statistics related to the collected data.
4.2.2. Evaluation Metrics

The quality of our results was measured by two methods: automatic correctness (AC) and manual correctness (MC). Automatic correctness consists of comparing the proposed edit operations to the reference ones, operation by operation using precision (AC-PR) and recall (AC-RE). For an operation sequence corresponding to a given solution, precision indicates the proportion of correct edit operations (w.r.t. the baseline sequence) in a solution. Recall is the proportion of correctly identified edit operations among the set of all expected operations. Both values range from 0 to 1, with higher values indicating good solutions. AC method has the advantage of being automatic and objective. However, since different edit operation combinations exist that describe the same evolution (different edit operations but same target model), AC could reject a good solution because it yields different edit operations from reference ones. To account for those situations, we also use MC which manually evaluates the proposed edit operations, one by one. In addition to these metrics, we report the number of operations (NO) per solution and the computation time (CT) for the different evolution scenarios. All these metrics are used for the comparison between our approach and RS, MOPSO, GA, Kessentini et al. [11], and Wimmer et al. [17]. We note that the mono-objective GA algorithm and Wimmer et al. provide only one solution of the proposed edit operations, while NSGA-II and MOPSO generate a set of non-dominated solutions. To make meaningful comparisons, we select the best solution for NSGA-II, MOPSO, and Kessentini et al. [11] using a knee point strategy [15]. The knee point corresponds to the solution with the maximal trade-off between the different three objectives. Thus, we select the knee point using the trade-off “worth” metric [31] that corresponds to the solution having the median hyper volume value. We aim by this strategy to ensure fairness when making comparisons against the mono-objective approach. For the latter, we use the best solution corresponding to the median observation on 30 runs. However, there is no guarantee that the knee point solution is the best but it is widely used to determine the maximum trade-off between the objectives. In many cases, the trade-off between the objectives should be manually explored by the user by selecting the best solution based on given preferences. However, we opted to use the automated knee point strategy to avoid biasing the results with the manual intervention of the user.

4.2.3. Statistical Tests

Since the used metaheuristic algorithms are stochastic by nature, different executions may produce different results for the same model with the same execution parameters. For this reason, our experimental study is performed based on 30 independent simulation runs and the obtained results by the alternative approaches are compared using the Wilcoxon rank sum test [32] with a 95% confidence level. Roughly speaking, this test verifies the null hypothesis H0 that the observed differences between the alternative results were obtained by chance or if they are statistically significant (alternative hypothesis H1). The p-value of the Wilcoxon test corresponds to the probability of rejecting the null hypothesis H0 while it is true (type I error). A p-value that is less than or equal to 0.05 means that we reject H0 and accept H1. A p-value that is less than or equal to $\alpha \leq 0.05$ means that we accept H1 and we reject H0. However, a p-value that is strictly greater than $\alpha (> 0.05)$ means the opposite. In fact, we compute the p-value of GA, MOPSO, mono-objective, and Kessentini et al. [11] search results
with NSGA-II ones. In this way, we could decide whether the superior performance of NSGA-II to one of each of the others (or the opposite) is statistically significant or just a random result.

4.2.4. Parameter Settings

Parameter setting has an influence on the performance of a search algorithm on our models co-evolution problem. Thus, for each algorithm and for each scenario, we executed a set of experiments using several population sizes: 30, 50, 100, 150 and 200. The stopping criterion was set to 1000 evaluations for all algorithms to ensure fairness of the comparative study. The MOPSO used in this paper is the Non-dominated Sorting PSO (NSPSO) proposed by Li et al. [33]. The list of parameter settings are the following for NSGA-II: (1) crossover probability = 0.7; mutation probability = 0.2; stopping criterion = 1000 evaluations. For MOPSO, the cognitive and social scaling parameters \(c_1\) and \(c_2\) were both set to 3.0 and the inertia weighting coefficient \(w\) decreased gradually from 2.0 to 0.6 [14]. The maximum length of the individuals is limited to the size of the evaluated model (number of model elements). We found, based on the used trials and error method, that the number of the proposed edit operations does not exceed, in general, the total number of model elements (equivalent to the number of changes to create a model from scratch). We considered these parameters setting based on successful applications of multi-objective algorithms in model-driven engineering [34, 35].

4.3. Results

Results for RQ1. Figures 8, 9 and 10 confirm that both multi-objective algorithms NSGA-II and MOPSO are better than random search based on the three different metrics of precision, recall and manual correctness on all the different evolution case studies. The statistical test showed that in 30 runs, NSGA-II, MOPSO, and Kessentini et al. [11] results were significantly better than RS. Figure 8 shows the overview of the results of the precision on the different metamodel versions. NSGA-II and MOPSO outperforms RS in all cases and specially on large models involving a high number of expected edit operations such as GMF Gen. The high number of changes introduced to the metamodel releases makes the search process much more challenging and complicated due to the very large number of possible edit operations combination. We have also found that NSGA-II is better than RS algorithm based on all the remaining metrics of recall and manual correctness as described in Figures 9 and 10 all the case studies. NSGA-II has precision (AC-PR and MC) and recall (AC-RE) more than twice higher than the ones of random search as shown in Figure 8 (85% vs 25%) for GMF Gen. The number of suggested edit operations (NO) is much lower using our approach comparing to random search as showed in Figure 13. However, the execution time of RS was lower than NSGA-II as described in Figure 11. The slight difference in execution time in favor of random search (see Figure 11), due to the crossover and mutation operators, is largely compensated by quality of the obtained results.

RS is not efficient to generate good co-evolution solutions using all the above metrics in all the experiments. Thus, an intelligent algorithm is required to find good trade-offs to propose efficient solutions. We conclude that there is empirical evidence
that our multi-objective formulation surpasses the performance of RS search thus our formulation is adequate and the use of metaheuristic search is justified (this answers RQ1).

Results for RQ2. To answer RQ2, we evaluated the average of PR, RE, NO and MC scores for non-dominated co solutions proposed by NSGA-II. Figures 8, 9 and 10 confirm that our NSGA-II adaptation was successful in recommending relevant co-evolution model changes with a minimum number of edit operations. Based on the different case studies, our approach was able to correctly recommend, at least, 81% of generated edit operations (precision) and a minimum of 83% of correct recommendations among expected ones (recall).

It is clear that the evolution history of the metamodels is different but our results were consistent in terms of precision and recall. The Generator Metamodel (GMF Gen for short) was extensively modified within the two studied releases leading to large number of model changes, but most of them were recommended using our technique with a high recall of 87%. the Graphical Definition Metamodel (GMF Graph for short) was subjected to also more than 19% of changes. Thus, the evolution of these metamodels is a very representative mixture of different scenarios for the co-evolution of different sizes of models leading to a precision of more than 92% and a recall of more than 94% on these two metamodels. The evolution of the third metamodel under consideration, The Mapping Metamodel (GMF Map for short), contained as well several revisions but less than the two other metamodels, the obtained results of precision and recall are more than 89%.

Figures 8 and 9 show that the suggested solutions using NSGA-II are similar to the reference solution with more 89% in average for all the metamodels. However, a deviation with the set of reference solutions does not necessarily mean that there is an error with our multi-objective solutions, but it could be another possible good model evolution solution different from the reference ones. To this end, we evaluated the suggested edit operations by NSGA-II manually and we calculated a manual correctness score. With regards to manual correctness (MC), the precision and recall scores for all the models were improved since we found interesting co-evolution alternatives that deviates from the reference/expected ones. For instance, the precision for the GMF Map model was improved from 88% to 90%. In addition, we found that a sequence of applying the edit operations is sometimes different between generated operations and reference ones as described in Figure 13. We found that sometimes a different sequence can reduce the number of edit operations used while generating another possible model alternative conforming to the new metamodel.

Figure 11 summarizes the average execution time of NSGA-II on the different metamodels. The execution time of NSGA-II is higher than that of MOPSO and Kessentini et al. [11] with the same number of iterations. The execution time required by mono-objective algorithms (25 minutes in average) is lower than both NSGA-II, MOPSO, and Kessentini et al. [11] (33 minutes in average for NSGA-II, 30 minutes for MOPSO, and 27 minutes for Kessentini et al. [11]). It is well known that a mono-objective algorithm requires less execution time for convergence since only one objective is handled. However, the execution times of NSGA-II and MOPSO are not so far from those of mono-objective algorithms. For this reason, we can say that the difference in running time is compensated by the benefits provided by NSGA-II in terms
Figure 8: Average precision results of NSGA-II, MOPSO, Kessentini et al. [11], GA, and Random Search on 30 runs.
Figure 9: Average recall results of NSGA-II, MOPSO, Kessentini et al. [11], GA, and Random Search on 30 runs.
Figure 10: Average MC results of NSGA-II, MOPSO, Kessentini et al. [11], GA, and Random Search on 30 runs.
Figure 11: Average execution time of NSGA-II, Kessentini et al. [11], GA, and Random Search.

of accurate recommendation of edit operations. Furthermore, it is not required to provide real-time solutions for the problem of metamodel/model co-evolution. Since it is not sufficient to only evaluate the execution time, we have also evaluated the impact of the size of models on the performance of NSGA-II. It is clear from Figure 12 that the performance of NSGA-II in terms of both manual and automatic correctness
is independent from the size of models or the number of expected edit operations. For example, the third model of GMF Map has a higher number of elements than the fifth model but the correctness results of model latter was the highest ones. To conclude and formally answer RQ2, we state that the multi-objective co-evolution approach allows to migrate models with higher precision and recall and with a limited number of edit operations. This achieved without any explicit knowledge on the specific changes that occurred on the metamodel.

**Results for RQ3, RQ4 and RQ5.** In this section, we compare our NSGA-II adap-
ation to several existing metamodel/model co-evolution approaches. To answer RQ3, we compared NSGA-II to another widely used multi-objective algorithm, MOPSO and to our previous work, using the same adapted fitness functions. We use all the metrics NO, PR, RE, MC and execution time to compare different between the following techniques: our NSGA-II adaptation, our previous work, MOPSO, a mono-objective genetic algorithm that has a single fitness function aggregating the three objectives and the deterministic approach of Wimmer et al. [17]. To make meaningful comparisons, we select the best solution for NSGA-II, Kessentini et al. [11] and MOPSO using a knee point strategy [15]. Thus, for NSGA-II and MOPSO, we select the knee point from the Pareto approximation having the median hyper volume value. The results of the comparison from 30 runs are depicted in Figures 8, 9 and 10. NSGA-II, MOPSO and Kessentini et al. [11] provide a better trade-off between our three objectives than a mono-objective algorithm in all the case studies. As described in Figure 13, for NO, the number of edit operations using NSGA-II and MOPSO, is lower than Kessentini et al. [11] in all the scenarios. This shows the benefits of using the detection of similarities between initial and revised model elements. The mono-objective GA approach that aggregates the three objectives in one, provides the highest number of edit operations than NSGA-II and MOPSO in all the cases. This confirms that it is difficult to find trade-offs between conflicting objectives aggregated in only one fitness function.

For PR, RC and MC, Figures 8, 9 and 10 show that the solutions provided by NSGA-II have the highest manual and automatic correctness values on most of the scenarios. In fact, the average PR and RC value for NSGA-II is higher than 89% and it is lower than 85% for all the remaining algorithms on all the evolution scenarios. The same observation is valid for MC, NSGA-II has the highest MC average value with 91% while the remaining algorithms their MC average is lower than 88%. Figures 10 and 13 reveal also an interesting observation that there is no correlation between the number of edit operations to recommend and the correctness values. More precisely, we sort PR, RE and MC based on the number of edit operations for each metamodel/model evolution scenario. From this data, we conclude that PR, RE and MC are not necessarily affected negatively by a larger number of edit operations to recommend. For instance, we found that MC even increases from 86% to 88% for respectively one model from GMF Gen 1.41 and another model from GMF Gen 1.90 when the number of edit operations increases from 52 (for the model from GMF Gen 1.41) to 61 (for the model from GMF Gen 1.90). All these results were statistically significant on 30 independent runs using the statistical test with a 95% confidence level ($\alpha = 5\%$).

It is difficult to predict in general that a specific search algorithm is the best for a specific problem since the only valid proof is the experimentation results. Thus, we compared the results of NSGA-II with another multi-objective search algorithm, namely multi-objective particle swarm optimization (MOPSO). The results for MOPSO were also acceptable and very close to NSGA-II performance. In fact, this can be explained by two main reasons. First, the problem adaptation is the same for both algorithms (solution representation and fitness function). Second, the two algorithms have common parts and the main difference between them is the crowding distance and change operators. However, we noticed that when the number of expected changes become high the performance of NSGA-II is better than MOPSO.

To further investigate the performance of our co-evolution technique, we compared
its performance to a deterministic approach proposed by Wimmer et al. [17]. The deterministic approach defines generic rules for a set of possible metamodel changes that are applied to the co-evolved models. Figure 14 shows that our multi-objective approach clearly outperform, in average, the deterministic techniques based on all measures: precision, recall and manual correctness. The comparison is limited to the only case of UML State Machine evolution since we were only able to execute Wimmer’s approach only that scenario, further adaptations are required to make it working on other metamodels. The outperformance of our approach could be explained by the fact that it is hard to generalize all possible metamodel/model co-evolution changes since several possible model-level edit operations could be recommended for the same meta-model change.
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Figure 14: Average precision, recall and manual correctness of NSGA-II and Wimmer et al. [17] on UML State Machine metamodel evolution.

In conclusion, the results support the claim that our NSGA-II formulation provides a good trade-off between the three objectives, and outperforms an existing metamodel/model co-evolution approach [17].

4.4. Threats to Validity

There are four types of threats that can affect the validity of our experiments. We consider each of these in the following paragraphs.

**Conclusion validity** is concerned with the statistical relationship between the treatment and the outcome. We used the Wilcoxon rank sum test with a 95% confidence level to test if significant differences existed between the measurements for different treatments. This test makes no assumption that the data is normally distributed and is suitable for ordinal data, so we can be confident that the statistical relationships we observed are significant when comparing our NSGA-II formulation to the remaining
co-evolution techniques. Another threat related to our approach is that some solutions are satisfying well the fitness functions but still not generating the expected model due to the semantics change that were introduced to the metamodel level. Our approach just focuses on the use of information available at the metamodel and model level, however some complex scenarios of changes may also require to consider the developer in the loop to improve the precision and recall of our results. Another threat is that our multi-objective formulation treats the different types of edit operations with the same weight in terms of importance. However, some types of edit operations can be more important to recommend than others by developers.

Construct validity is concerned with the relationship between theory and what is observed. To evaluate the results of our approach, we selected solutions at the knee point as a proof-of-concept of the validity of our approach, but the programmers may select a different solution based on their preferences to give different weights to the objectives when selecting the best co-evolution solution. Another possible threat is related to the parameter tuning of our multi-objective algorithm. Further experiments are required to evaluate the impact of the parameters setting on the quality of the solutions.

Internal validity is concerned with the causal relationship between the treatment and the outcome. We dealt with internal threats to validity by performing 30 independent simulation runs for each problem instance. This makes it highly unlikely that the observed results were caused by anything other than the applied multi-objective approach. Another threat is related to our choice of averaging rather than intelligently weighting the single objective function for the mono-objective genetic algorithm. Further experiments are required to evaluate the performance of the mono-objective approach with different weights to each component of the fitness function.

External validity refers to the generalizability of our findings. In this study, we performed our experiments on different widely used metamodels and models belonging to different domains and having different sizes. However, we cannot assert that our results can be generalized to other languages. Future replications of this study are necessary to confirm our findings. In addition, the comparison of the performance of NSGA-II to other multi-objective algorithms is limited to MOPSO and the approach presented in [12]. The decision was made as the concerned non-search based tool was easily accessible to us. Further empirical studies are required to deeply evaluate the performance of NSGA-II using the same problem formulation.

5. Related Work

In this section we discuss the different existing techniques related to our approach. As classified in the following, our work is related to two main research areas: (i) metamodel/model co-evolution (see [6, 7, 8, 29, 36, 37] for complementary literature studies) and (ii) search based software engineering [38].

5.1. Metamodel/Model Co-Evolution

Co-evolution has been subject for research since several decades in the database community [39], and especially, the introduction of object-oriented database systems [40] gave rise to the investigation of this topic. However, metamodel/model co-evolution introduces several additional challenges mostly based on the rich modeling constructs for
defining metamodels, and consequently, it has to be dealt with the specific conformsTo relationship between models and metamodels. Thus, in the last decade, several approaches emerged which aim to tackle metamodel/model co-evolution from different angles using different techniques (cf. e.g., [6, 7, 8, 29, 36, 37] for an overview). They can be classified in three categories [36]:

- Manual specification approaches in which the migration strategy is encoded manually by the modeler using general purpose programming languages (e.g., Java), or model transformation languages (e.g., ATL, QVT) [41, 42].
- Metamodel matching techniques used to infer a migration strategy from the difference between the original metamodel and the evolved metamodel [7, 43, 44, 45, 46].
- Operator based approaches that record the metamodel changes as a sequence of co-evolutionary operations used later to infer a complete migration strategy [4, 5, 6, 47].

We give an overview in the following about existing work in these three categories.

5.1.1. Manual specification approaches

In one of the early works [48], the co-evolution of models is tackled by designing co-evolution transformations based on metamodel change types. In [45, 46], the authors compute differences between two metamodel versions which are then input to adapt models automatically. This is achieved by transforming the differences into a migration transformation with a so-called higher-order transformation (HOT), i.e., a transformation which takes/produces another transformation as input/output. In [49], the authors proposed an approach compromises five steps for model co-evolution: change detection, changes is detected either by comparing between metamodels or by tracing and recording the changes applied to the old version of the metamodel. The second step is a classification of the changes in metamodel and their impact in its instances in three categories: non-breaking changes: changes that do not break the models, breaking and resolvable changes that break models, but can be resolved automatically and breaking and non-resolvable: changes that break model instances but cannot be resolved automatically. Finally, an appropriate migration algorithm for model migration is determined. For initial model elements for which no transformation rule is found, a default copy transformation rule is applied. This algorithm has been realized in the model migration framework Epsilon Flock [42]and in the framework described in [41]. Another manual specification approach is presented in [50] where a specific transformation language is derived to describe the evolution on the metamodel level and derive a transformation for the model level.

5.1.2. Metamodel matching approaches

Most of the mentioned approaches which are based on out-place model transformation intend to shield the user from creating copy rules; a task which seems to accidental complexity of pure out-place model transformations applied for model co-evolution In order to avoid copy rules at all, co-evolution approaches which base their
solution on in-place transformations (i.e. transformations which are updating an input model to produce the output model) have been proposed. In such approaches (cf. e.g., [4, 43, 51, 52, 53]), the co-evolution rules are specified as in-place transformation rules by using a kind of unified metamodel representing both metamodel versions, and then, to eliminate model elements that are not the part of evolved meta-model anymore, a check out transformation is performed. Thus, the models can be migrated to the new metamodel version without generating completely new models instead the models are simply rewritten as long as needed.

5.1.3. Operator based approaches

Other contributions are based on using coupled operations [4, 5, 9, 47]. In [5] the author provides a library of co-evolutionary operators for MOF metamodels, each of these operators provides a model migration strategy. In [47] the author provides a tool support for the evolution of Ecore-based metamodels, that records the metamodel changes as a sequence of co-evolutionary operations that are structured in a library and used later to generate a complete migration strategy. But, when no appropriate operator is available, model developer does the migration manually, so those approaches depend on the library of reusable coupled operators they provide. To this end, the authors in [4] extended the tool by providing two kinds of coupled operators: reusable and custom coupled operators. The reusable operators allow the reuse of migration strategy independently of the specific metamodel. The custom coupled operators allow to attach a custom migration to a recorded metamodel change. In [54], an approach is presented that uses in a first phase metamodel matching to derive the changes between two metamodel versions and in a second phase, operations are applied based on the detected changes to migrate the corresponding models. Additionally, in [55], weaving models are employed to connected the changes of the metamodels with the model elements to provide a basis for reasoning how to perform the migration of the models to the new metamodel versions.

5.1.4. Synopsis

Although the main goal of all discussed approaches is similar to ours, there are several major differences. We tackle co-evolution of models without the need of computing differences on the metamodel level. Instead, we reason on the consistency of the models by following a similar research line as presented in the visionary paper by Demuth et al. [56]. In particular, we search for transformation executions on the model level, which fulfill multiple goals expressed as our fitness functions. By this, the critical and challenging task of finding proper co-evolution rules of the model level is automated which allows exploring a much larger space of possible solutions which is possible when manually developing co-evolution transformations.

To sum up, none of the existing approaches allows the exploration of different possible co-evolution strategies. On the contrary, only one specific strategy is either automatically derived from the calculated set of metamodel changes. So the resolution result is not guaranteed to be the one desired to co-evolve a model. Our approach, gives the user a better control over the result, since we propose a set of alternative resolution strategies (the best solutions from the pareto front) to the user to select from.
5.2. Search Based Software Engineering

Most software engineering problems can be formulated as search problems, where the goal is to find optimal or near-optimal solutions [38]. This search is often complex with many competing constraints and objectives. The situation can be worse since nowadays successful software is more complex, more critical, and more dynamic leading to an increasing need to automate or semi-automate the search process of acceptable solutions for software engineers. As a result, an emerging software engineering area, called Search-Based Software Engineering (SBSE) [57], is rapidly growing. SBSE is a software development practice that focuses on couching software engineering problems as optimization problems and utilizing meta-heuristic techniques to discover and automate the search for near optimal solutions to those problems.

The aim of SBSE research is to move software engineering problems from human-based search to machine-based search, using a variety of techniques from the fields of meta-heuristic search, operations research and evolutionary computation paradigms. SBSE has proved to be a widely applicable and successful approach, with many applications right across the full spectrum of activities in software engineering, from initial requirements, project planning, and cost estimation to regression testing and onward evolution [38].

This increasing maturity of the field has led to a number of tools for SBSE applications. However, the only work we are aware of discussing metamodel/model co-evolution using some search-based techniques is [58]. In this paper, the authors discuss the idea of using search-based algorithms to reason about possible model changes, but in contrast to our approach, they rely again on metamodel differences which have to be computed (probably using a search-based approach) before the co-evolution of models can be performed. We use a different approach by using an explicit definition and formalization of the conformsTo relationship which can be used as basis to formulate fitness functions for reasoning about the quality of a certain model co-evolution strategy. To the best of our knowledge, this approach is unique compared to previous co-evolution approaches and outperforms logic-based approaches for repairing models [18]. Furthermore, we are not dependent on the quality of metamodel change detection algorithms. By this, we allow the automatic exploration of the model co-evolution space given a certain metamodel evolution and we developed formal quality characteristics to assess the quality of model co-evolutions.

Finally, we would like to mention that SBSE has been applied to related problems in Model-Driven Engineering such as model transformation [59], transformation testing [60], model refactoring [24, 61], requirements modeling [62, 63], product line testing [64] etc. However, these problems are different in nature than the co-evolution problem investigated in this paper.

6. Conclusion

In this paper, we proposed a multi-objective approach for the co-evolution of models by finding the best operation sequence that generates from the initial model, a new model version conforming as much as possible to the evolved metamodel with a minimum of adaptations. For this, the search process is guided by three fitness functions:
the number of recommended operations, structural and semantics similarity with the initial metamodel and the conformity with the constraints of the new metamodel. We evaluated our approach on several evolution scenarios extracted from different widely used metamodels. The results confirm the effectiveness of our approach with average manual correctness, precision and recall respectively higher than 91%, 88% and 89% on the different co-evolution scenarios. A comparison with our previous works, confirms the out-performance of our multi-objective formulation.

Although our approach has been evaluated with real-world scenarios with a reasonable number of applied operations and models, we plan to work on even larger data sets including different versions of metamodels and models as well as huge lists of operations to apply. This is necessary to investigate more deeply the applicability of the approach in practice, but also to study the performance of our approach when dealing with very large models. Furthermore, we plan to consider other types of co-evolution problems such as metamodels/ transformation co-evolution. Finally, we will consider the use of other meta-heuristics, such as the indicator-based algorithm [64], to our co-evolution problem and compare its performance with NSGA-II.
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